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Introduction

The purpose of this document is to collate the methods used to access, collect, process, and analyze derived
data (“indicators”) used to describe the status and trend of social, economical, ecological, and biological
conditions in the Northeast Shelf Large Marine Ecosystem (see figure, below). These indicators are further
synthesized in State of the Ecosystem Reports produced annually by the Northeast Fisheries Science Center
for the New England Fisheries Management Council and the Mid-Atlantic Fisheries Management Council.
The metadata for each indicator (in accordance with the Public Access to Research Results (PARR) directive)
and the methods used to construct each indicator are described in the subsequent chapters, with each chapter
title corresponding to an indicator or analysis present in State of the Ecosystem Reports. The most recent
and usable html version of this document can be found at the NOAA EDAB Github. The PDF version of
this document is for archiving only.

Indicators included in this document were selected to clearly align with management objectives, which is
required for integrated ecosystem assessment (Levin et al. 2009), and has been advised many times in the
literature (Degnbol and Jarre 2004; Jennings 2005; Rice and Rochet 2005; Link 2005). A difficulty with
practical implementation of this in ecosystem reporting can be the lack of clearly specified ecosystem-level
management objectives (although some have been suggested (Murawski 2000)). In our case, considerable effort
had already been applied to derive both general goals and operational objectives from both US legislation
such as the Magnuson-Stevens Fisheries Conservation and Management Act (MSA) and regional sources
(DePiper et al. 2017). These objectives are somewhat general and would need refinement together with
managers and stakeholders, however, they serve as a useful starting point to structure ecosystem reporting.


https://www.nefsc.noaa.gov/
https://www.nefmc.org/
http://www.mafmc.org/
http://obamawhitehouse.archives.gov/sites/default/files/microsites/ostp/ostp_public_access_memo_2013.pdf
https://noaa-edab.github.io/tech-doc/
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Figure 1: Map of Northeast U.S. Continental Shelf Large Marine Ecosystem from Hare et al. (2016).



Chapter 1

Data and Code Access

1.0.1 About

The Technical Documentation for the State of the Ecosystem (SOE) reports is a bookdown document; hosted
on the NOAA Northeast Fisheries Science Center (NEFSC) Ecosystems Dynamics and Assessment Branch
Github page, and developed in R. Derived data used to populate figures in this document are queried directly
from the ecodata R package or the NEFSC ERDDAP server. ERDDAP queries are made using the R package

rerddap.

1.0.2 Accessing data and build code

In this technical documentation, we hope to shine a light on the processing and analytical steps involved
to get from source data to final product. This means that whenever possible, we have included the code
involved in source data extraction, processing, and analyses. We have also attempted to thoroughly describe
all methods in place of or in supplement to provided code. Example plotting code for each indicator is
presented in sections titled “Plotting”, and these code chunks can be used to recreate the figures found in
ecosystem reporting documents where each respective indicator was included?.

Source data for the derived indicators in this document are linked to in the text unless there are privacy
concerns involved. In that case, it may be possible to access source data by reaching out to the Point of
Contact associated with that data set. Derived data sets make up the majority of the indicators presented
in ecosystem reporting documents, and these data sets are available for download through the ecodata R
package.

1.0.3 Building the document

Start a local build of the SOE bookdown document by first cloning the project’s associated git repository.
Next, if you would like to build a past version of the document, use git checkout [version_commit_hash]
to revert the project to a past commit of interest, and set build_latest <- FALSE in this code chunk. This
will ensure the project builds from a cached data set, and not the most updated versions present on the NEFSC
ERDDAP server. Once the tech-doc.Rproj file is opened in RStudio, run bookdown: : serve_book() from
the console to build the document.

IThere are multiple R scripts sourced throughout this document in an attempt to keep code concise. These scripts include
BasePlot__source.R, GIS_ source.R, and get__erddap.R. The scripts BasePlot_source.R and GIS_source.R refer to deprecated
code used prior to the 2019 State of the Ecosystem reports. Indicators that were not included in reports after 2018 make use of
this syntax, whereas newer indicators typically use ggplot2 for plotting.

9


https://bookdown.org
https://github.com/NOAA-EDAB
https://github.com/NOAA-EDAB/ecodata
https://comet.nefsc.noaa.gov/erddap/info/index.html?page=1&itemsPerPage=1000
https://cran.r-project.org/web/packages/rerddap/vignettes/Using_rerddap.html
https://github.com/NOAA-EDAB/ecodata
https://github.com/NOAA-EDAB/tech-doc
https://github.com/NOAA-EDAB/tech-doc/tree/master/R/stored_scripts/erddap_query_and_build_code.R
https://github.com/NOAA-EDAB/tech-doc/blob/master/R/BasePlot_source.R
https://github.com/NOAA-EDAB/tech-doc/blob/master/R/GIS_source.R
https://github.com/NOAA-EDAB/tech-doc/blob/master/R/get_erddap.R
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1.0.3.1 A note on data structures

The majority of the derived time series used in State of the Ecosystem reports are in long format. This
approach was taken so that all disparate data sets could be “bound” together for ease of use in our base

plotting functions.


(https://github.com/NOAA-EDAB/tech-doc/blob/master/R/BasePlot_source.R)

Chapter 2

Aggregate Groups

Description: Mappings of species into aggregate group categories for different analyses

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018, 2019, 2020), State of the Ecosystem
- Mid-Atlantic (2018, 2019, 2020)

Indicator category: Synthesis of published information

Contributor(s): Geret DePiper, Sarah Gaichas, Sean Hardison, Sean Lucey
Data steward: Sean Lucey Sean.Lucey@noaa.gov

Point of contact: Sean Lucey Sean.Lucey@noaa.gov

Public availability statement: Source data is available to the public (see Data Sources).

2.1 Methods

The State of the Ecosystem (SOE) reports are delivered to the New England Fishery Management Council
(NEFMC) and Mid-Atlantic Fishery Management Council (MAFMC) to provide ecosystems context. To
better understand that broader ecosystem context, many of the indicators are reported at an aggregate level
rather than at a single species level. Species were assigned to an aggregate group following the classification
scheme of Garrison and Link (2000) and Link et al. (2006). Both works classified species into feeding guilds
based on food habits data collected at the Northeast Fisheries Science Center (NEFSC). In 2017, the SOE
used seven specific feeding guilds (plus an “other” category; Table 2.1). These seven were the same guilds
used in Garrison and Link (2000), which also distinguished ontogentic shifts in species diets.

For the purposes of the SOE, species were only assigned to one category based on the most prevalent size
available to commercial fisheries. However, several of those categories were confusing to the management
councils, so in 2018 those categories were simplified to five (plus “other”; Table 2.2) along the lines of Link et
al. (2006). In addition to feeding guilds, species managed by the councils have been identified. This is done
to show the breadth of what a given council is responsible for within the broader ecosystem context.

In the 2020 report, squids were moved from planktivores to piscivores based on the majority of their diet
being either fish or other squid.

2.1.1 Data sources

In order to match aggregate groups with various data sources, a look-up table was generated which includes
species’ common names (COMNAME) along with their scientific names (SCINAME) and several species codes.

11
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mailto:Sean.Lucey@noaa.gov
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Table 2.1: Aggregate groups use in 2017 SOE. Classifications are based on Qgarrison2000dietary .

Feeding.Guild Description
Apex Predator Top of the food chain
Piscivore Fish eaters

Macrozoo-piscivore  Shrimp and small fish eaters
Macroplanktivore Amphipod and shrimp eaters

Mesoplanktivore Zooplankton eaters

Benthivore Bottom eaters

Benthos Things that live on the bottom
Other Things not classified above

Table 2.2: Aggregate groups use since 2018 SOE. Classifications are based on @link2006EMAX.

Feeding.Guild  Description

Apex Predator Top of the food chain

Piscivore Fish eaters

Planktivore Zooplankton eaters

Benthivore Bottom eaters

Benthos Things that live on the bottom
Other Things not classified above

SVSPP codes are used by the NEFSC Ecosystems Surveys Branch (ESB) in their fishery-independent Survey
Database (SVDBS), while NESPP3 codes refer to the codes used by the Commercial Fisheries Database
System (CFDBS) for fishery-dependent data. A third species code provided is the ITISSPP, which refers to
species identifiers used by the Integrated Taxonomic Information System (ITIS). Digits within ITIS codes
are hierarchical, with different positions in the identifier referring to higher or lower taxonomic levels. More
information about the SVDBS, CFDBS, and ITIS species codes are available in the links provided below.

Management responsibilities for different species are listed under the column “Fed.managed” (NEFMC,
MAFMC, or JOINT for jointly managed species). More information about these species is available on the
FMC websites listed below. Species groupings listed in the “NEIEA” column were developed for presentation
on the Northeast Integrated Ecosystem Assessment (NE-IEA) website. These groupings are based on EMAX
groupings (Link et al. 2006), but were adjusted based on conceptual models developed for the NE-IEA
program that highlight focal components in the Northeast Large Marine Ecosystem (i.e. those components
with the largest potential for perturbing ecosystem dynamics). NE-IEA groupings were further simplified to
allow for effective communication through the NE-IEA website.

2.1.1.1 Supplemental information

See the following links for more information regarding the NEFSC ESB Bottom Trawl Survey, CFDBS, and
ITIS:

o https://www.itis.gov/
o https://inport.nmfs.noaa.gov/inport /item/22561

o https://inport.nmfs.noaa.gov/inport /item /22560


https://www.itis.gov/
https://inport.nmfs.noaa.gov/inport/item/22561
https://inport.nmfs.noaa.gov/inport/item/22560
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o https://inport.nmfs.noaa.gov/inport /item/27401
More information about the NE-IEA program is available here.
More information about the New Engalnd Fisheries Management Council is available here.

More information about the Mid-Atlantic Fisheries Management Council is available here.

2.1.2 Data extraction

Species lists are pulled from SVDBS and CFDBS. They are merged using the ITIS code. Classifications from
Garrison and Link (Garrison and Link 2000) and Link et al. (Link et al. 2006) are added manually. The R
code used in the extraction process can be found here.


https://inport.nmfs.noaa.gov/inport/item/27401
http://integratedecosystemassessment.noaa.gov
https://www.nefmc.org/
http://www.mafmc.org/
https://github.com/slucey/RSurvey/blob/master/Species_list.R

14
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Chapter 3

Annual SST Cycles

Description: Annual SST Cycles

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018), State of the Ecosystem -
Mid-Atlantic (2018)

Indicator category: Database pull with analysis
Contributor(s): Sean Hardison, Vincent Saba

Data steward: Kimberly Bastille, kimberly.bastille@noaa.gov
Point of contact: Kimberly Bastille, kimberly.bastille@noaa.gov

Public availability statement: Source data are available here.

3.1 Methods

3.1.1 Data sources

Data for annual sea surface tempature (SST) cycles were derived from the NOAA optimum interpolation
sea surface temperature (OISST) high resolution dataset (NOAA OISST V2 dataset) provided by NOAA’s
Earth System Research Laboratory’s Physical Sciences Devision, Boulder, CO. The data extend from 1981
to present, and provide a 0.25° x 0.25° global grid of SST measurements (Reynolds et al. 2007). Gridded
SST data were masked according to the extent of Ecological Production Units (EPU) in the Northeast Large
Marine Ecosystem (NE-LME) (See “EPU__ Extended” shapefiles).

3.1.2 Data extraction

Daily mean sea surface temperature data for 2017 and for each year during the period of 1981-2012 were
downloaded from the NOAA OI SST V2 site to derive the long-term climatological mean for the period. The
use of a 30-year climatological reference period is a standard procedure for metereological observing (WMO
2017). These reference periods serve as benchmarks for comparing current or recent observations, and for the
development of standard anomaly data sets. The reference period of 1982-2012 was chosen to be consistent
with previous versions of the State of the Ecosystem report.

R code used in extraction and processing can be found here

15
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https://www.esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.highres.html
https://www.esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.highres.html
https://github.com/NOAA-EDAB/tech-doc/tree/master/gis
https://www.esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.highres.html
https://github.com/NOAA-EDAB/tech-doc/blob/master/R/stored_scripts/annual_sst_cycles_extraction_and_processing.R
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3.1.3 Data analysis

CHAPTER 3. ANNUAL SST CYCLES

We calculated the long-term mean and standard deviation of SST over the period of 1982-2012 for each EPU,

as well as the daily mean for 2017.

R code used for analysis and plotting can be found here
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Figure 3.1: Long-term mean SSTs for the Mid-Atlantic Bight (A), Georges Bank (B), and Gulf of Maine (C).
Orange and cyan shading show where the 2017 daily SST values were above or below the long-term mean
respectively; red and dark blue shades indicate days when the 2017 mean exceeded +/- 1 standard deviation

from the long-term mean.


https://github.com/NOAA-EDAB/tech-doc/blob/master/R/stored_scripts/annual_sst_cycles_analysis_and_plotting.R

Chapter 4

Aquaculture

Description: Aquaculture indicators

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2017, 2018), State of the Ecosystem -
Mid-Atlantic (2017, 2018, 2019)

Indicator category: Synthesis of published information
Contributor(s): Sean Hardison, Lisa Calvo, Karl Roscher
Data steward: Kimberly Bastille kimberly.bastille@noaa.gov
Point of contact: Kimberly Bastille kimberly.bastille@noaa.gov

Public availability statement: Source data are publicly available in referenced reports, and are also
available for download here.

4.1 Methods

Aquaculture data included in the State of the Ecosystem (SOE) report were time series of number of oysters
sold in Virginia, Maryland, and New Jersey.

4.1.1 Data sources

Virginia oyster harvest data are collected from mail and internet-based surveys of active oyster aquaculture
operations on both sides of the Chesapeake Bay, which are then synthesized in an annual report (Hudson
2017). In Maryland, shellfish aquaculturists are required to report their monthly harvests to the Maryland
Department of Natural Resources (MD-DNR). The MD-DNR then aggregates the harvest data for release
in the Maryland Aquaculture Coordinating Council Annual Report (ACC 2017), from which data were
collected. Similar to Virginia, New Jersey releases annual reports synthesizing electronic survey results from
lease-holding shellfish growers. Data from New Jersey reflects cage reared oysters grown from hatchery seed
(Calvo 2017).

4.1.2 Data extraction

Data were collected directly from state aquaculture reports. Oyster harvest data in MD was reported in
bushels which were then converted to individual oysters by an estimate of 300 oysters bushel™'. View
processing code for this indicator here.

17
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mailto:kimberly.bastille@noaa.gov
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4.1.3 Data analysis

No data analyses occurred for this indicator.

4.1.4 Data processing
Aquaculture data were formatted for inclusion in the ecodata R package using the code found here.
4.1.5 Plotting

Code for plotting data included in the State of the Ecosystem report can be found here.

Oyster harvest
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Figure 4.1: Oyster aquaculture production in terms of number of oysters sold from Virginia, Maryland, and
New Jersey.


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_aquaculture.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/human_dimensions.Rmd-oyster-aqua.R

Chapter 5

Bennet Indicator

Description: Bennet Indicator

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018, 2019, 2020), State of the Ecosystem
- Mid-Atlantic (2018, 2019, 2020)

Indicator category: Database pull with analysis
Contributor(s): John Walden

Data steward:Kimberly Bastille, kimberly.bastille@noaa.gov
Point of contact: John Walden, john.walden@noaa.gov

Public availability statement: Derived CFDBS data are available for this analysis (see Comland).

5.1 Methods

5.1.1 Data sources

Data used in the Bennet Indicator were derived from the Comland data set; a processed subset of the
Commercial Fisheries Database System (CFDBS). The derived Comland data set is available for download
here.

5.1.2 Data extraction

For information regarding processing of CFDBS, please see Comland methods. The Comland dataset
containing seafood landings data was subsetted to US landings after 1964 where revenue was > 0 for each
Ecological Production Unit (i.e. Mid-Atlantic Bight, Georges Bank, and Gulf of Maine). Each EPU was run
in an individual R script, and the code specific to Georges Bank is shown [here](.

5.1.3 Data analysis

Revenue earned by harvesting resources from a Large Marine Ecosystem (LME) at time ¢ is a function of
both the quantity landed of each species and the prices paid for landings. Changes in revenue between any
two years depends on both prices and quantities in each year, and both may be changing simultaneously.
For example, an increase in the harvest of higher priced species, such as scallops can lead to an overall
increase in total revenue from an LME between time periods even if quantities landed of other species decline.
Although measurement of revenue change is useful, the ability to see what drives revenue change, whether it is
changing harvest levels, the mix of species landed, or price changes provides additional valuable information.

19
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Therefore, it is useful to decompose revenue change into two parts, one which is due to changing quantities
(or volumes), and a second which is due to changing prices. In an LME, the quantity component will yield
useful information about how the species mix of harvests are changing through time.

A Bennet indicator (BI) is used to examine revenue change between 1964 and 2015 for two major LME regions.
It is composed of a volume indicator (VI), which measures changes in quantities, and a price indicator (PI)
which measures changes in prices. The Bennet (1920) indicator (BI) was first used to show how a change
in social welfare could be decomposed into a sum of a price and quantity change indicator (Cross and Fare
2009). It is called an indicator because it is based on differences in value between time periods, rather than
ratios, which are referred to as indices. The BI is the indicator equivalent of the more popular Fisher index
(Balk 2010), and has been used to examine revenue changes in Swedish pharmacies, productivity change in
U.S. railroads (Lim and Lovell 2009), and dividend changes in banking operations (Grifell-Tatjé and Lovell
2004). An attractive feature of the BI is that the overall indicator is equal to the sum of its subcomponents
(Balk 2010). This allows one to examine what component of overall revenue is responsible for change between
time periods. This allows us to examine whether changing quantities or prices of separate species groups are
driving revenue change in each EPU between 1964 and 2015.

Revenue in a given year for any species group is the product of quantity landed times price, and the sum of
revenue from all groups is total revenue from the LME. In any year, both prices and quantities can change
from prior years, leading to total revenue change. At time t, revenue (R) is defined as

ijyj,

where p; is the price for species group 7, and y; is the quantity landed of species group j. Revenue change
between any two time periods, say ¢ + 1 and t, is then R**! — R?, which can also be expressed as:

AR = Zpt+1 i ZprJ

This change can be decomposed further, yleldlng a VI and PI. The VI is calculated using the following
formula (Georgianna, Lee, and Walden 2017):

Zpt+1 t+1 Zthrl t + Zpéyﬁﬂ ijy]

The price indicator (PI) is calculated as follows.

Zyt-i-l t+1 Zyt-H t+zyjp§+1 Zyjpj

Total revenue change between time ¢ and ¢ 4 1 is the sum of the VI and PI. Since revenue change is being
driven by changes in the individual prices and quantities landed of each species group, changes at the species
group level can be examined separately by taking advantage of the additive property of the indicator. For
example, if there are five different species groups, the sum of the VI for each group will equal the overall VI,
and the sum of the PI for each group will equal the overall PI.

5.1.4 Data processing

Bennet indicator time series were formatted for inclusion in the ecodata R package using the R code found
here.

5.1.5 Plotting

Code for plotting the bennet indicator can be found here.


https://raw.githubusercontent.com/NOAA-EDAB/ecodata/master/data-raw/get_bennet.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/human_dimensions.Rmd-bennet.R
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Bennet Indicator
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Figure 5.1: Revenue change from the long-term mean in 2015 dollars (black), Price (PI), and Volume
Indicators (VI) for commercial landings in the Mid-Atlantic.
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Chapter 6

Bottom temperatures

Description: Time series of annual in situ bottom temperatures on the Northeast Continental Shelf.

Indicator category: Extensive analysis; not yet published Found in: State of the Ecosystem - Gulf of
Maine & Georges Bank (2019, 2020); State of the Ecosystem - Mid-Atlantic Bight (2019, 2020)

Contributor(s): Paula Fratantoni, paula.fratantoni@noaa.gov
Data steward: Kimberly Bastille, kimberly.bastille@noaa.gov
Point of contact: Paula Fratantoni, paula.fratantoni@noaa.gov

Public availability statement: Source data are publicly available at ftp://ftp.nefsc.noaa.gov/pub/hydro/
matlab_ files/yearly and in the World Ocean Database housed at http://www.nodc.noaa.gov/OC5/SELECT/
dbsearch/dbsearch.html under institute code number 258.

6.1 Methods

6.1.1 Data sources

The bottom temperature index incorporates near-bottom temperature measurements collected on Northeast
Fisheries Science Center (NEFSC) surveys between 1977-present. Early measurements were made using
surface bucket samples, mechanical bathythermographs and expendable bathythermograph probes, but by
1991 the CTD — an acronym for conductivity temperature and depth — became standard equipment on all
NEFSC surveys. Near-bottom refers to the deepest observation at each station that falls within 10 m of
the reported water depth. Observations encompass the entire continental shelf area extending from Cape
Hatteras, NC to Nova Scotia, Canada, inclusive of the Gulf of Maine and Georges Bank.

6.1.2 Data extraction

While all processed hydrographic data are archived in an Oracle database (OCDBS), we work from Matlab-
formatted files stored locally.

6.1.3 Data analysis

Ocean temperature on the Northeast U.S. Shelf varies significantly on seasonal timescales. Any attempt to
resolve year-to-year changes requires that this seasonal variability be quantified and removed to avoid bias.
This process is complicated by the fact that NEFSC hydrographic surveys conform to a random stratified
sampling design meaning that stations are not repeated at fixed locations year after year so that temperature
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variability cannot be assessed at fixed station locations. Instead, we consider the variation of the average
bottom temperature within four Ecological Production Units (EPUs): Middle Atlantic Bight, Georges Bank,
Gulf of Maine and Scotian Shelf. Within each EPU, ocean temperature observations are extracted from the
collection of measurements made within 10 m of the bottom on each survey and an area-weighted average
temperature is calculated. The result of this calculation is a timeseries of regional average near-bottom
temperature having a temporal resolution that matches the survey frequency in the database. Anomalies are
subsequently calculated relative to a reference annual cycle, estimated using a multiple linear regression model
to fit an annual harmonic (365-day period) to historical regional average temperatures from 1981-2010. The
curve fitting technique to formulate the reference annual cycle follows the methodologies outlined by Mountain
(1991). The reference period was chosen because it is the standard climatological period adopted by the
World Meteorological Organization. The resulting anomaly time series represents the difference between the
time series of regional mean temperatures and corresponding reference temperatures predicted by a reference
annual cycle for the same time of year. Finally, a reference annual average temperature (calculated as the
average across the reference annual cycle) is added back into the anomaly timeseries to convert temperature
anomalies back to ocean bottom temperature.

6.1.4 Data processing

Derived bottom temperature data were formatted for inclusion in the ecodata R package using the R code
found here.

6.1.5 Plotting

Code for plotting Georges Bank and Gulf of Maine bottom temperature time series can be found here.


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_bottom_temp.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/LTL.Rmd-MAB-bot-temp.R

6.1. METHODS

Bottom temperature anomaly

25

Temperature (C)
o

1980 1990 2000 2010

Figure 6.1: Mid-Atlantic annual bottom temperature anomalies.
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Catch and Fleet Diversity

Description: Permit-level species diversity and Council-level fleet diversity.

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018), State of the Ecosystem -
Mid-Atlantic (2018)

Indicator category: Database pull with analysis; Published methods
Contributor(s): Geret DePiper, Min-Yang Lee

Data steward: Geret DePiper, geret.depiper@noaa.gov

Point of contact: Geret DePiper, geret.depiper@noaa.gov

Public availability statement: Source data is not publicly availabe due to PII restrictions. Derived time
series are available for download here.

7.1 Methods

Diversity estimates have been developed to understand whether specialization, or alternatively stovepiping, is
occurring in fisheries of the Northeastern Large Marine Ecosystem. We use the average effective Shannon
indices for species revenue at the permit level, for all permits landing any amount of NEFMC or MAFMC
Fishery Management Plan (FMP) species within a year (including both Monkfish and Spiny Dogfish). We
also use the effective Shannon index of fleet revenue diversity and count of active fleets to assess the extent to
which the distribution of fishing changes across fleet segments.

7.1.1 Data sources

Data for these diversity estimates comes from a variety of sources, including the Commercial Fishery Dealer
Database, Vessel Trip Reports, Clam logbooks, vessel characteristics from Permit database, WPU series
producer price index. These data are typically not available to the public.

7.1.2 Data extraction

The following describes both the permit-level species and fleet diversity data generation. Price data was
extracted from the Commercial Fishery Dealer database (CFDERS) and linked to Vessel Trip Reports by a
heirarchical matching algorithm that matched date and port of landing at its highest resolution. Code used
in these analyses is available upon request.
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Output data was then matched to vessel characteristics from the VPS VESSEL data set. For the permit-level
estimate, species groups are based off of a slightly refined NESPP3 code (Table 7.1), defined in the data as
“myspp”, which is further developed in the script to rectify inconsistencies in the data.

Table 7.1: Species grouping

Group NESPP3 Common Name Scientific Name
470 ALBACORE THUNNUS ALALUNGA
494 ATLANTIC SHARPNOSE RHIZOPRIONODON
SHARK TERRAENOVAE
354 BIGEYE THRESHER ALOPIAS
SHARK SUPERCILIOSUS
469 BIGEYE TUNA THUNNUS OBESUS
487 BLACKTIP SHARK CARCHARHINUS
LIMBATUS
493 BLUE SHARK PRIONACE GLAUCA
467 BLUEFIN TUNA THUNNUS THYNNUS

Highly Migratory Species

468

LITTLE TUNNY

EUTHYNNUS
ALLETTERATUS

358

LONGFIN MAKO

ISURUS PAUCUS

481

PORBEAGLE SHARK

LAMNA NASUS

349

SAND TIGER

CARCHARIAS TAURUS

482 SANDBAR SHARK CARCHARHINUS
PLUMBEUS
359 SHARK,UNC CHONDRICHTHYES

355

SHORTFIN MAKO

ISURUS OXYRINCHUS

466

SKIPJACK TUNA

KATSUWONUS PELAMIS

432

SWORDFISH

XIPHIAS GLADIUS

353

THRESHER SHARK

ALOPIAS VULPINUS

491

TIGER SHARK

GALEOCERDO CUVIER

471

YELLOWFIN TUNA

THUNNUS ALBACARES

11 GOOSEFISH LOPHIUS AMERICANUS
Monkfish in Mid-Atlantic Waters 12 GOOSEFISH LOPHIUS AMERICANUS
Atlantic Scallops 800 SEA SCALLOP PLACOPECTEN
MAGELLANICUS
737 MANTIS SHRIMP UNCL  STOMATOPODA
737 MANTIS SHRIMPS STOMATOPODA
736 NORTHERN SHRIMP PANDALUS BOREALIS
Shrimp 738  SHRIMP,ATLANTIC & PANAEIDAE
GULF,BROWN
735 SHRIMP,UNC (CARIDEA) CARIDEA

368

BARNDOOR SKATE

DIPTURUS LAEVIS

372

CLEARNOSE SKATE

RAJA EGLANTERIA

366

LITTLE SKATE

LEUCORAJA ERINACEA

365

OCELLATE SKATES

RAJA

365

SKATES

RAJIDAE

373

SKATES,LITTLE/WINTER
MIXED

LEUCORAJA
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Table 7.1: Species grouping (continued)
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Group NESPP3 Common Name Scientific Name
oKkates
369 SMOOTH SKATE MALACORAJA SENTA
370 THORNY SKATE AMBLYRAJA RADIATA
367 WINTER SKATE LEUCORAJA OCELLATA
Herring 168 ATLANTIC HERRING CLUPEA HARENGUS
Ocean Quahog 754 OCEAN QUAHOG ARCTICA ISLANDICA
Surf Clam 769 ATLANTIC SURFCLAM SPISULA SOLIDISSIMA
444 BLUELINE TILEFISH CAULOLATILUS
MICROPS
445  SAND TILEFISH MALACANTHUS
PLUMIERI
) 446  TILEFISH LOPHOLATILUS
Tilefish CHAMAELEONTICEPS
447  TILEFISH,UNC MALACANTHIDAE
335 BLACK SEA BASS CENTROPRISTIS
STRIATA
Fluke & Black Seabass 121 SUMMER FLOUNDER PARALICHTHYS
DENTATUS
51 BUTTERFISH PEPRILUS
TRIACANTHUS
Butterfish & Hake 152 RED HAKE UROPHYCIS CHUSS
509 SILVER HAKE MERLUCCIUS
BILINEARIS
Bluefish in Mid-Atlantic 23 BLUEFISH POMATOMUS
Waters SALTATRIX
Spiny Dogfish 352 SPINY DOGFISH SQUALUS ACANTHIAS
Northern Shortfin Squid 802 NORTHERN SHORTFIN ILLEX ILLECEBROSUS
SQUID
American Lobster 727 AMERICAN LOBSTER HOMARUS AMERICANUS
Longfin Squid 801 LONGFIN SQUID LOLIGO PEALEII
Menhaden 221 MENHADEN BREVOORTIA
Offshore Hake 508 OFFSHORE HAKE MERLUCCIUS ALBIDUS
Scup in Mid-Atlantic Waters 329 SCUP STENOTOMUS
CHRYSOPS
Windowpane Flounder in 125 WINDOWPANE SCOPHTHALMUS
New England Waters AQUOSUS
Ocean Pout in New England 250 OCEAN POUT ZOARCES AMERICANUS
Waters
Wolffish 512 ATLANTIC WOLFFISH ANARHICHAS LUPUS
Winter Flounder in 120 WINTER FLOUNDER PSEUDOPLEURONECTES
Mid-Atlantic Waters AMERICANUS
Yellowtail Flounder in 123  YELLOWTAIL LIMANDA FERRUGINEA
Mid-Atlantic Waters FLOUNDER
Unclassified Hake 155  Unclassified Hake
White Hake in Mid-Atlantic 153 WHITE HAKE UROPHYCIS TENUIS
Waters
23 BLUEFISH POMATOMUS

SALTATRIX
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Table 7.1: Species grouping (continued)

Group NESPP3 | Common Name Scientific Name
Bluefish & Scup in New England
Waters 329 | SCUP STENOTOMUS CHRYSOPS
HIPPOGLOSSUS
Halibut in New England Waters 159 | ATLANTIC HALIBUT HIPPOGLOSSUS
240 | ACADIAN REDFISH SEBASTES FASCIATUS
HIPPOGLOSSOIDES
124 | AMERICAN PLAICE PLATESSOIDES
81 | ATLANTIC COD GADUS MORHUA
11 | GOOSEFISH LOPHIUS AMERICANUS
12 | GOOSEFISH LOPHIUS AMERICANUS
MELANOGRAMMUS
147 | HADDOCK AEGLEFINUS
Groundfish in New England POLLOCK POLLACHIUS VIRENS
Waters 269
153 | WHITE HAKE UROPHYCIS TENUIS
PSEUDOPLEURONECTES
120 WINTER FLOUNDER AMERICANUS
GLYPTOCEPHALUS

122 WITCH FLOUNDER CYNOGLOSSUS

123 | YELLOWTAIL FLOUNDER | LIMANDA FERRUGINEA

240 | ACADIAN REDFISH SEBASTES FASCIATUS

HIPPOGLOSSOIDES
124 | AMERICAN PLAICE PLATESSIODES

81 | ATLANTIC COD GADUS MORHUA

ATLANTIC HALIBUT HIPPOGLOSSUS

159 HIPPOGLOSSUS
512 | ATLANTIC WOLFFISH ANARHICHAS LUPUS
MELANOGRAMMUS
147 | HADDOCK AEGLEFINUS
Groundfish in Mid-Atlantic
Waters 269 | POLLOCK POLLACHIUS VIRENS
GLYPTOCEPHALUS
122 | WITCH FLOUNDER CYNOGLOSSUS
155 | Unclassifed Hake
250 | OCEAN POUT ZOARCES AMERICANUS
Windowpane Flounder & Ocean SCOPHTHALMUS
Pout in Mid-Atlantic Waters 125 | WINDOWPANE AQUOSUS

For the feet diversity metric, gears include scallop dredge (gearcodes DRS, DSC, DTC, and DTS), other
dredges (gearcodes DRM, DRO, and DRU), gillnet (gearcodes GND, GNT, GNO, GNR, and GNS), hand
(gearcode HND), longline (gearcodes LLB and LLP), bottom trawl (gearcodes OTB, OTF, OTO, OTC. OTS,
OHS, OTR, OTT, and PTB), midwater trawls (gearcode OTM and PTM), pot (gearcodes PTL, PTW, PTC,
PTE, PTF, PTH, PTL, PTO, PTS, and PTX), purse seine (gearcode PUR), and hydraulic clam dredge
(gearcode DRC).Vessels were further grouped by length categories of less than 30feet, 30 to 50 feet, 50 to 75
feet, and 75 feet and above. All revenue was defated to real dollars using the “WPU0223” Producer Price
Index with a base of January 2015. Stata code for data processing is available here.


https://github.com/NOAA-EDAB/tech-doc/tree/master/data/Human_Dimensions_code
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7.1.3 Data analysis
This permit-level species effective Shannon index is calculated as

N
exp(— sz'jtln(ﬁ%jt))
i=1
for all j, with p;;+ representing the proportion of revenue generated by species or species group ¢ for permit j
in year ¢, and is a composite of richness (the number of species landed) and abundance (the revenue generated
from each species). The annual arithmetic mean value of the effective Shannon index across permits is used
as the indicator of permit-level species diversity.

In a similar manner, the fleet diversity metric is estimated as

N

exp(— Zpktln(pkt))

i=1

for all k, where py,; represents the proportion of total revenue generated by fleet segment k (gear and length
combination) per year ¢. The indices each run from 1996 to 2017. A count of the number of fleets active in
every year is also provided to assess whether changes in fleet diversity are caused by shifts in abundance
(number of fleets), or evenness (concentration of revenue). The work is based off of analysis conducted in
Thunberg and Correia (2015) and published in Gaichas et al. (2016).

7.1.4 Data processing

Catch and fleet diversity indicators were formatted for inclusion in the ecodata R package using the R script
found here.

7.1.5 Plotting

Code for plotting the catch and fleet diversity indicator can be found here.


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_commercial_div.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/human_dimensions.Rmd-comm-div.R
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Figure 7.1: Fleet diversity and fleet count in the Mid-Atlantic.
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Chesapeake Bay Salinity

Description: Chesapeake Bay Salinity

Found in: State of the Ecosystem - Mid-Atlantic (2020)
Indicator category: Database pull with analysis
Contributor(s): Bruce Vogt, Charles Pellerin

Data steward: Charles Pellerin, charles.pellerin@noaa.gov
Point of contact: Bruce Vogt, bruce.vogt@noaa.gov

Public availability statement: Source data are publicly available.

8.1 Methods

8.1.1 Data sources

The National Oceanic and Atmospheric Administration’s (NOAA) Chesapeake Bay Interpretive Buoy System
(CBIBS) is a network of observing platforms (buoys) that collect meteorological, oceanographic, and water-
quality data and relay that information using wireless technology. The stations have been in place since 2007.
The Sting Ray station was deployed in July of 2008 and has been monitoring conditions on and off since then.
The data is recorded in situ and sent to a server over a cellular modem.

The standard CBIBS instrument is a WETLabs WQM mounted in the buoy well approximately 0.5 meters
below the surface. Seabird purchased WETLabs and are now the manufacturer of the instruments. The
WQM instruments are calibrated and swapped out on a regular basis. Salinity is stored as a double with the
units of PSU.

8.1.2 Data extraction

Data is directly inserted into a database from the real time system over the cellular network. The general
public can use this link to explore and pull that data from the CBIBS database. The process for data
extraction for this indicator can be found here.

8.1.3 Data analysis

The data is processed by a python script. This creates an array and runs the data through a gartod routine.
The result is a set of flags. Only the good data is used in the plot below.
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8.1.4 Data processing

Code for processing salinity data can be found here.

8.1.5 Plotting

Chesapeake Bay Salinity

20 1

15 4

PSU

101

Jan 2019 Apr 2019 Jul 2019 Oct 2019 Jan 2020
Time1

Figure 8.1: Buoy data showing unprecedented fresh water in Chesapeake Bay, 2018-2019.


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_ch_bay_sal.R

Chapter 9

Chesapeake Bay Water Quality
Standards Attainment

Description: A multimetric indicator describing the attainment status of Chesapeake Bay with respect to
three water quality standards criteria, namely, dissolved oxygen, chlorophyll-a, and water clarity/submerged
aquatic vegetation.

Indicator category: Published method; Database pull with analysis
Found in: State of the Ecosystem - Mid-Atlantic (2019)

Contributor(s): Qian Zhang, Rebecca Murphy, Richard Tian, Melinda Forsyth, Emily Trentacoste, Jeni
Keisman, and Peter Tango.

Data steward: Qian Zhang, qzhang@chesapeakebay.net
Point of contact: Qian Zhang, qzhang@chesapeakebay.net

Public availability statement: Data are publicly available (see Data Sources below).

9.1 Methods

To protect the aquatic living resources of Chesapeake Bay, the Chesapeake Bay Program (CBP) partnership
has developed a guidance framework of ambient water quality criteria with designated uses and assessment
procedures for dissolved oxygen, chlorophyll-a, and water clarity /submerged aquatic vegetation (SAV) (USEPA
2003). To achieve consistent assessment over time and between jurisdictions, a multimetric indicator was
proposed by the CBP partnership to provide a means for tracking the progress in all 92 management segments
of Chesapeake Bay (USEPA 2017). This indicator has been computed for each three-year assessment period
since 1985-1987, providing an integrated measure of Chesapeake Bay’s water quality condition over the last
three decades.

9.1.1 Data sources

The multimetric indicator required monitoring data on dissolved oxygen (DO) concentrations, chlorophyll-
a concentrations, water clarity, SAV acreage, water temperature, and salinity. SAV acreage has been
measured by the Virginia Institute of Marine Science in collaboration with the CBP, which is available via
http://web.vims.edu/bio/sav/StateSegment AreaTable.htm. Data for all other parameters were obtained from
the CBP Water Quality Database. These data have been routinely reported to the CBP by the Maryland
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Department of Natural Resources, Virginia Department of Environmental Quality, Old Dominion University,
Virginia Institute of Marine Science, and citizen/volunteer monitoring initiatives.

9.1.2 Data analysis
Criteria attainment assessment

Monitoring data of DO, chlorophyll-a, and water clarity/SAV were processed and compared with water
quality criteria thresholds according to different designated uses (DUs). These DUs are migratory spawning
and nursery (MSN), open water (OW), deep water (DW), deep channel (DC), and shallow water (SW),
which reflect the seasonal nature of water column structure and the life history needs of living resources.
Station-level DO and chlorophyll-a data were spatially interpolated in three dimensions.

Salinity and water temperature data were used to compute the vertical density structure of the water column,
which was translated into layers of different DUs. Criteria attainment was determined by comparing violation
rates over a 3-year period to a reference cumulative frequency distribution that represents the extent of
allowable violation. This approach was implemented using FORTRAN codes, which are provided as a zipped
folder. For water clarity/SAV, the single best year in the 3-year assessment period was compared with the
segment-specific acreage goal, the water clarity goal, or a combination of both. For more details, refer to the
Methods section of Zhang et al. (2018).

Indicator calculation

The multimetric indicator quantifies the fraction of segment-DU-criterion combinations that meet all applicable
season-specific thresholds for each 3-year assessment period from 1985-1987 to 2015-2017. For each 3-year
assessment period, all applicable segment-DU-criterion combinations were evaluated in a binomial fashion and
scored 1 for “in attainment” and 0 for “nonattainment”. The classified status of each segment-DU-criterion
combination was weighted via segments’ surface area and summed to obtain the multimetric index score.
This weighting scheme was adopted for two reasons: (1) segments vary in size over four orders of magnitude,
and (2) surface area of each segment does not change with time or DUs, unlike seasonally variable habitat
volume or bottom water area (USEPA 2017). For more details, refer to the Methods section of Zhang et al.
(2018).

The indicator provides an integrated measure of Chesapeake Bay’s water quality condition (Figure 1). In
2015-2017, 42% of all tidal water segment-DU-criterion combinations are estimated to have met or exceeded
applicable water quality criteria thresholds, which marks the best 3-year status since 1985-1987. The indicator
has a positive and statistically significant trend from 1985 to 2017, which shows that Chesapeake Bay is
on a positive trajectory toward recovery. This pattern was statistically linked to total nitrogen reduction,
indicating responsiveness of attainment status to management actions implemented to reduce nutrients in the
system.

Patterns of attainment of individual DUs are variable (Figure 2). Changes in OW-DO, DC-DO, and water
clarity /SAV have shown long-term improvements, which have contributed to overall attainment indicator
improvement. By contrast, the MSN-DO attainment experienced a sharp spike in the first few assessment
periods but generally degraded after the 1997-1999, which has implications to the survival, growth, and
reproduction of the migratory and resident tidal freshwater fish during spawning and nursery season in the
tidal freshwater to low-salinity habitats. The status and trends of tidal segments’ attainment may be used to
inform siting decisions of aquaculture operations in Chesapeake Bay.

9.1.3 Data processing

The indicator data set was formatted for inclusion in the ecodata R package using the R script found here.


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_ches_bay_wq.R
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Chesapeake Bay Water Quality Attainment
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Figure 9.1: Time series of the multimetric indicator score for estimated Chesapeake Bay water quality
standards attainment for each 3-year assessment period between 1985-1987 and 2015-2017. A significant
positive trend for the time series is shown by the orange line (p < 0.05).
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Figure 9.2: Time series of the estimated attainment of water quality standards (i.e., DO: dissolved oxygen;
CHLA: chlorophyll-a; Clarity/SAV: water clarity /submerged aquatic vegetation) for five Chesapeake Bay
designated uses (MSN: migratory spawning and nursery; OW: open water; DW: deep water; DC: deep channel;
SW: shallow water) for each 3-year assessment period between 1985-1987 and 2015-2017.
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Chapter 10

Chlorophyll a and Primary
Production

Description: Chlorophyll ¢ and Primary Production

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018, 2019, 2020), State of the Ecosystem
- Mid-Atlantic (2018, 2019, 2020)

Indicator category: Database pull; Database pull with analysis; Published methods
Contributor(s): Kimberly Hyde

Data steward: Kimberly Hyde, kimberly.hyde@noaa.gov

Point of contact: Kimberly Hyde, kimberly.hyde@noaa.gov

Public availability statement: Source data used in these analyses will be made publicly available. Derived
data used in State of the Ecosystem Reports can be found here.

10.1 Methods

10.1.1 Data sources

Level 1A ocean color remote sensing data from the Sea-viewing Wide Field-of-view Sensor (SeaWiFS) (NASA
Ocean Biology Processing Group 2018) on the OrbView-2 satellite and the Moderate Resolution Imaging
Spectroradiometer (MODIS) (NASA Ocean Biology Processing Group 2017) on the Aqua satellite were
acquired from the NASA Ocean Biology Processing Group (OBPG). Sea Surface Temperature (SST) data
included the 4 km nighttime NOAA Advanced Very High Resolution Radiometer (AVHRR) Pathfinder (Casey
et al. 2010; Saha et al. 2018) and the Group for High Resolution Sea Surface Temperature (GHRSST)
Multiscale Ultrahigh Resolution (MUR, version 4.1) Level 4 (Chin, Vazquez-Cuervo, and Armstrong 2017;
Project 2015) data.

10.1.2 Data extraction
NA
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10.1.3 Data analysis

The SeaWiFS and MODIS L1A files were processed using the NASA Ocean Biology Processing Group SeaDAS
software version 7.4. All MODIS files were spatially subset to the U.S. East Coast (SW longitude=-82.5, SW
latitude=22.5, NE longitude=-51.5, NE latitude=48.5) using LIAEXTRACT_MODIS. SeaWiF'S files were
subset using the same coordinates prior to begin downloaded from the Ocean Color Web Browser. SeaDAS’s
L2GEN program was used to generate Level 2 (L2) files using the default settings and optimal ancillary files,
and the L2BIN program spatially and temporally aggregated the L2 files to create daily Level 3 binned (L3B)
files. The daily files were binned at 2 km resolution that are stored in a global, nearly equal-area, integerized
sinusoidal grids and use the default L2 ocean color flag masks. The global SST data were also subset to the
same East Coast region and remapped to the same sinusoidal grid.

The L2 files contain several ocean color products including the default chlorophyll a; product (CHL-OCTI),
photosynthetic available radiation (PAR), remote sensing reflectance (R,s(\)), and several inherent optical
property products (IOPs). The CHL-OCI product combines two algorithms, the O’Reilly band ratio (OCx)
algorithm (O’Reilly et al. 1998) and the Hu color index (CI) algorithm (Hu, Lee, and Franz 2012). The
SeaDAS default CHL-OCT algorithm diverges slightly from Hu, Lee, and Franz (2012) in that the transition
between CI and OCx occurs at 0.15 < CI < 0.2 mg m™ to ensure a smooth transition. The regional chlorophyll
a algorithm by Pan et al. (2008) was used to create a second chlorophyll product (CHL-PAN). CHL-PAN is an
empirical algorithm derived from in situ sampling within the Northeast Large Marine Ecosystem (NE-LME)
and demonstrated significant improvements from the standard NASA operational algorithm in the NES-LME
(Pan et al. 2010). A 3rd-order polynomial function (Equation (10.1)) is used to derive [CHL-PAN] from Rrs
band ratios (RBR):

log[CHL-PAN] = Ag + A1 X + A X? + A3 X3, (10.1)

where X = log(R,s(A\1)/Rrs(A2)) and A;(i = 0,1,2,0r 3) are sensor and RBR specific coefficients:

« If SeaWiFS and RBR is R,s(490)/R;.¢(555)(Rs,) then: Ag = 0.02534, A, = —3.033, Ay = 2.096, A3 =

. I;'légg’\?NiFS and RBR is R,s(490)/Rs(670)(Rs,) then: Ag = 1.351, A} = —2.427, Ay = 0.9395, A3 =

. I_foﬂié?gls and RBR is R,4(488)/R.(547)(Rs,) then: Ay = 0.03664, A; = —3.451, Ay = 2.276, A3 =

. I_fllig?)%ls and RBR is R,(488)/R,.(667)(Rs,) then: Ay = 1.351, A; = —2.427, A3 = 0.9395, A3 =
—0.2432

Cs/5 and Cgs6 were calculated for each sensor specific RBR (Rs/5 and Rg/g respectively) and then the
following criteria were used to determine to derive CHL-PAN:

If Ry, > 0.15 or Rg < 0.0001 then CHL-PAN = Oy, ;
Otherwise, CHL-PAN = max(Csy_, Cy, ),
where Rg is R,5(670) (SeaWiFS) or R,5(667) (Pan et al. 2010).

The Vertically Generalized Production Model (VGPM) estimates net primary production (PP) as a function
of chlorophyll a, photosynthetically available light and the photosynthetic efficiency (Behrenfeld and Falkowski
1997). In the VGPM-Eppley version, the original temperature-dependent function to estimate the chlorophyll-
specific photosynthetic efficiency is replaced with the exponential “Eppley” function (equation PP1) as
modified by Morel (1991). The VGPM calculates the daily amount of carbon fixed based on the maximum
rate of chlorophyll-specific carbon fixation in the water column, sea surface daily photosynthetically available
radiation, the euphotic depth (the depth where light is 1% of that at the surface), chlorophyll a concentration,
and the number of daylight hours (Equation (10.2)).


https://seadas.gsfc.nasa.gov/
https://seadas.gsfc.nasa.gov/help/seadas-processing/ProcessL1aextract_modis.html
https://oceancolor.gsfc.nasa.gov/cgi/browse.pl?sen=am
https://seadas.gsfc.nasa.gov/help/seadas-processing/ProcessL2gen.html
https://seadas.gsfc.nasa.gov/help/seadas-processing/ProcessL2bin.html
https://oceancolor.gsfc.nasa.gov/docs/format/l3bins/
https://oceancolor.gsfc.nasa.gov/docs/format/l3bins/
https://oceancolor.gsfc.nasa.gov/atbd/ocl2flags/
https://oceancolor.gsfc.nasa.gov/atbd/chlor_a/
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PP (SST) = 4.6 % 1.065557—20" (10.2)
Where P?

 ax 1S the maximum carbon fixation rate and SST is sea surface temperature.

Iy
PP., = 0.66125 « P’
0-66125* P * 12717

% Zey * CHL % DL (10.3)

Where PP,, is the daily amount of carbon fixed integrated from the surface to the euphotic depth (mgC m™
day'), PP, is the maximum carbon fixation rate within the water column (mgC mgChl! hr'!), I is the
daily integrated molar photon flux of sea surface PAR (mol quanta m™? day™'), Zeu is the euphotic depth
(m), CHL is the daily interpolated CHIi-OCI (mg m™3), and DL is the photoperiod (hours) calculated for the
day of the year and latitude according to Kirk (1994). The light dependent function (Iy/(Io + 4.1)) describes
the relative change in the light saturation fraction of the euphotic zone as a function of surface PAR (Ip).
Zeu is derived from an estimate of the total chlorophyll concentration within the euphotic layer (CHL,,)
based on the Case I models of Morel and Berthon (1989):

e For CHLey > 100 Zey = 568.2 % CHL0-746
« For CHL,, <10.0  Z., = 200.0 % CHL_ -3
« For CHLy < 1.0 CHL,, = 38.0 x CHL)*%
+ For CHLy > 1.0 CHL,, = 40.2 x CHLy">""

Where CHL is the surface chlorophyll concentration.

Prior to being input into the VGPM-Eppley model, the daily CHL-OCT and AVHRR SST data were temporally
interpolated and smoothed (CHL-OCIint and SSTinT respectively) to increase the data coverage and better
match data collected from different sensors and different times. The daily PAR data are not affected by cloud
cover and MUR SST data is a blended/gap free data product so these products were not interpolated.

Daily data at each pixel location covering the entire date range were extracted to create a pixel time
series (Dy y). (Dg,y) are linearly interpolated based on days in the time series using interpx.pro. Prior to
interpolation, the CHL data are log-transformed to account for the log-normal distribution of chlorophyll
data (Campbell 1995). Interpolating the entire times series requires a large amount of processing time so the
series was processed one year at a time. FEach yearly series included 60 days from the previous year and 60
days from the following year to improve the interpolation at the beginning and end of the year. Following
interpolation, the data are smoothed with a tri-cube filter (width=7) using IDL’s CONVOL program. In
order to avoid over interpolating data when there were several days of missing data in the time series, the
interpolated data were removed and replaced with blank data if the window of interpolation spanned more
than 7 days for CHL or 10 days for SST. After all Dy y pixels had been processed, the one-dimensional pixel
time series were converted back to two-dimensional daily files.

Statistics, including the arithmetic mean, geometric mean (for CHL and PP), standard deviation, and
coefficient of variation were calculated at daily (3 and 8-day running means), weekly, monthly, and annual
time steps and for several climatological periods. Annual statistics used the monthly means as inputs to avoid
a summer time bias when more data is available due to reduced cloud cover. The daily, weekly, monthly
and annual climatological statistics include the entire time series for each specified period. For example, the
climatological January uses the monthly mean from each January in the time series and the climatological
annual uses the annual mean from each year. The CHL and PP climatological statistics include data from
both SeaWiFS (1997-2007) and MODIS (2008-2017).

Weekly, monthly and annual anomalies were calculated for each product by taking the difference between
the mean of the input time period (i.e. week, month, year) and the climatological mean for the same period.
Because bio-optical data are typically log-normally distributed (Campbell 1995), the CHL and PP data were
first log-transformed prior to taking the difference and then untransformed, resulting in an anomaly ratio.


https://github.com/callumenator/idl/blob/master/external/JHUAPL/INTERPX.PRO
https://www.harrisgeospatial.com/docs/CONVOL.html
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The ecological production unit (EPU) shapefile that excludes the estuaries was used to spatially extract
all data location within an ecoregion from the statistic and anomaly files. The median values, which are
equivalent to the geometric mean, were used for the CHL and PP data. For the extended time series, the
1998-2007 data use the SeaWiF'S ocean color products and MODIS-Aqua products were used from 2008 to
2017. Prior to June 2002, AVHRR Pathfinder data are used as the SST source and MUR, SST in subsequent
years.

10.1.4 Data processing

CHL and PPD time series were formatted for inclusion in the ecodata R package using the R code found
here.

10.1.5 Plotting

Chl a and primary production data were also examined in relation to the long-term means of each series.
The figures below show data specific to the Mid-Atlantic Bight. The code for the plots can be found here.

Chlorophyll a
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PP (gCm2d™")
P
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Figure 10.1: Weekly chlorophyll concentrations in the Mid-Atlantic are shown by the colored line for 2019.
The long-term mean is shown in black, and shading indicates 4 /- 1 sample SD.

In the figure below, we show monthly primary productivity on an annual time step in the Mid-Atlantic Bight.
The code for this can be found here


https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_chl_pp.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/LTL.Rmd-mab-chl-weekly.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/LTL.Rmd-PP-OCCI.R
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Figure 10.2: Monthly primary production trends show the annual cycle (i.e. the peak during the summer

months) and the changes over time for each month.



44

CHAPTER 10. CHLOROPHYLL A AND PRIMARY PRODUCTION



Chapter 11

Cold Pool Index

Description: Cold Pool Index

Found in: State of the Ecosystem - Mid-Atlantic (2020)
Indicator category: Published methods
Contributor(s): Chris Melrose

Data steward: Kimberly Bastille

Point of contact: Chris Melrose chris.melrose@noaa.gov

Public availability statement: Source data are publicly available.

11.1 Methods

11.1.1 Data sources

NEFSC Hydrographic Database This data represents the annual mean bottom temperature residual for
Sept-Oct in the Mid-Atlantic Bight cold pool region from 1977-2018.

11.1.2 Data extraction

11.1.3 Data analysis

Methods published T. Miller, Hare, and Alade (2016), original MATLAB source code used in that paper was
provided by Jon Hare and used in this analysis.

11.1.4 Data processing

Code used to process the cold pool inidcator can be found in the ecodata package here.

11.1.5 Plotting

The plot below was built using the code found here.
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mailto:chris.melrose@noaa.gov
https://github.com/NOAA-EDAB/tech-doc/tree/master/R/stored_scripts/cold_pool_analysis.txt
https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_cold_pool.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/LTL.Rmd-cold_pool.R
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Chapter 12

Commercial Landings Data

Description: Commercial landings data pull

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2017, 2018, 2019,2020), State of the
Ecosystem - Mid-Atlantic (2017, 2018, 2019,2020)

Indicator category: Database pull
Contributor(s): Sean Lucey

Data steward: Sean Lucey, Sean.Lucey@noaa.gov
Point of contact: Sean Lucey, Sean.Lucey@noaa.gov

Public availability statement: Raw data are not publically available due to confidentiality of individual
fishery participants. Derived indicator outputs are available here.

12.1 Methods

Fisheries dependent data for the Northeast Shelf extend back several decades. Data from the 1960s on are
housed in the Commercial database (CFDBS) of the Northeast Fisheries Science Center which contains the
commercial fisheries dealer purchase records (weigh-outs) collected by National Marine Fisheries Service
(NMFS) Statistical Reporting Specialists and state agencies from Maine to Virginia. The data format has
changed slightly over the time series with three distinct time frames as noted in Table 12.1 below.

Comlands is an R database pull that consolidates the landings records from 1964 on and attempts to associate
them with NAFO statistical areas (Figure 12.1). The script is divided into three sections. The first pulls
domestic landings data from the yearly landings tables and merges them into a single data source. The
second section applies an algorithm to associate landings that are not allocated to a statistical area using
similar characteristics of the trip to trips with known areas. The final section pulls foreign landings from the

Table 12.1: Data formats

Table Years
WOLANDS 1964 - 1981
WODETS 1982 - 1993

CFDETS_AA > 1994

47


mailto:Sean.Lucey@noaa.gov
mailto:Sean.Lucey@noaa.gov
https://comet.nefsc.noaa.gov/erddap/tabledap/group_landings_soe_v1.html
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Table 12.2: Gear types used in commercial landings

Major gear

Otter Trawls
Scallop Dredges
Other Dredges
Gillnets
Longlines

Seines
Pots/Traps
Midwater
Other

© 00 IO Uk W~

Northwest Atlantic Fisheries Organization website and rectifies species and gear codes so they can be merged
along with domestic landings.

45°N A

n;
2 ¥
40°N
0 Scotian Shelf
I Gulf of Maine
O Georges Bank
35°N A @ Mid-Atlantic

75°W 70°W

Figure 12.1: Map of the North Atlantic Fisheries Organization (NAFO) Statistical Areas. Colors represent
the Ecological Production Unit (EPU) with which the statistical area is associated.

During the first section, the Comlands script pulls the temporal and spatial information as well as vessel and
gear characteristics associated with the landings in addition to the weight, value, and utilization code of each
species in the landings record. The script includes a toggle to use landed weights as opposed to live weights.
For all but shellfish species, live weights are used for the State of the Ecosystem report. Due to the volume of
data contained within each yearly landings table, landings are aggregated by species, utilization code, and
area as well as by month, gear, and tonnage class. All weights are then converted from pounds to metric tons.
Landings values are also adjusted for inflation using the Producer Price Index by Commodity for Processed
Foods and Feeds: Unprocessed and Packaged Fish. Inflation is based on January of the terminal year of the
data pull ensuring that all values are in current dollar prices.
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Several species have additional steps after the data is pulled from CFDBS. Skates are typically landed as
a species complex. In order to segregate the catch into species, the ratio of individual skate species in the
NEFSC bottom trawl survey is used to disaggregate the landings. A similar algorithm is used to separate
silver and offshore hake which can be mistaken for one another. Finally, Atlantic herring landings are pulled
from a separate database as the most accurate weights are housed by the State of Maine. Comlands pulls
from the State database and replaces the less accurate numbers from the federal database.

The majority of landings data are associated with a NAFO Statistical Area. For those that are not, Comlands
attempts to assign them to an area using similar characteristics of trips where the area is known. To simplify
this task, landings data are further aggregated into quarter and half year, small and large vessels, and eight
major gear categories (Table 12.2). Landings are then proportioned to areas that meet similar characteristics
based on the proportion of landings in each area by that temporal/vessel/gear combination. If a given
attribute is unknown, the algorithm attempts to assign it one, once again based on matched characteristics of
known trips. Statistical areas are then assigned to their respective Ecological Production Unit (Table 12.3).

Table 12.3: Statistical areas making up each EPU

EPU Stat Areas

Gulf of Maine | 500, 510, 512, 513, 514, 515

Georges Bank | 521, 522, 523, 524, 525, 526, 551, 552, 561, 562

Mid-Atlantic | 537, 539, 600, 612, 613, 614, 615, 616, 621, 622, 625, 626, 631, 632

The final step of Comlands is to pull the foreign landings from the NAFO database. US landings are removed
from this extraction so as not to be double counted. NAFO codes and CFDBS codes differ so the script
rectifies those codes to ensure that the data is seamlessly merged into the domestic landings. Foreign landings
are flagged so that they can be removed if so desired.

12.1.1 Data sources

Comland is a database query of the NEFSC commercial fishery database (CFDBS). More information about
the CFDBS is available here.

12.1.2 Data extraction

comlandr is a package used to extract relevant data from the database.

12.1.2.1 Data Processing

The landings data were formatted for inclusion in the ecodata R package with this R code.

12.1.3 Data analysis

Fisheries dependent data from Comlands is used in several indicators for the State of the Ecosystem report;
the more complicated analyses are detailed in their own sections. The most straightforward use of this data
are the aggregate landings indicators. These are calculated by first assigning the various species into aggregate
groups. Species are also marked by which management body manages them. Landings are then summed by
year, EPU, aggregate group, and whether they are managed or not. Both managed and unmanaged totals are
added together to get the final amount of total landings for that aggregate group within its respective region.
Both the total and those landings managed by the management body receiving the report are reported.
Proportions of managed landings to total landings are also reported in tabular form.


https://www.nafo.int/Data/frames
https://inport.nmfs.noaa.gov/inport/item/27401
https://github.com/NOAA-EDAB/comlandr
https://github.com/NOAA-EDAB/ecodata/blob/master/data-raw/get_comdat.R
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12.1.4 Plotting
The plot below was built using the code found here.


https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/human_dimensions.Rmd-comm_landings.R
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Figure 12.2: Mid-Atlantic commercial landings.
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Chapter 13

Community Engagement

Description: Fishing community engagement

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2020), State of the Ecosystem -
Mid-Atlantic (2020)

Indicator category: Database pull with analysis
Contributor(s): Lisa L. Colburn

Data steward: Lisa L. Colburn

Point of contact: Lisa L. Colburn

Public availability statement: The source data used to construct the commercial fishing engagement and
reliance indices include confidential information and are not available publicly. However, the commercial
fishing engagement and reliance indices are not confidential so are available to the public. All calculated
indices can be found here.

13.1 Methods

13.1.1 Data sources

NOAA Fisheries’ Community Social Vulnerability Indicators (CSVIs) were developed using secondary data
including social, demographic and fisheries variables. The social and demographic data were downloaded
from the 2014 American Community Survey (ACS) 5-yr estimates Dataset at the U.S. Census American
Community Survey (ACS) site for coastal communities at the Census Designated Place (CDP) level, and
in some cases the County Subdivision (MCD) level. Commercial fisheries data were pulled from the SOLE
server located at Northeast Fisheries Science Center in Woods Hole, MA. The recreational fishing information
is publicly accessible through the Marine Recreational Information Program (MRIP), and for this analysis
was custom requested from NOAA Fisheries headquarters.

13.1.2 Data extraction
Commercial fisheries data was pulled from the NEFSC SOLE server in Woods Hole, MA.

SQL and SAS code for data extraction and processing steps can be found here.
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https://www.fisheries.noaa.gov/national/socioeconomics/social-indicators-fishing-communities-0
https://www.census.gov/programs-surveys/acs/
https://www.census.gov/programs-surveys/acs/
https://www.st.nmfs.noaa.gov/recreational-fisheries/MRIP/
https://github.com/NOAA-EDAB/tech-doc/tree/master/R/stored_scripts/comm_rel_vuln_extraction.sql
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13.1.3 Data analysis

The indicators were developed using the methodology described in Jacob et al. (2010), Jacob et al. (2013), L.
L. Colburn and Jepson (2012a) and M. Jepson and Colburn (2013). Indicators were constructed through
principal component analysis with a single factor solution, and the following criteria had to have been met: a
minimum variance explained of 45%; Kasier-Meyer Olkin measure of sampling adequacy above.500; factor
loadings above.350; Bartlett’s test of sphericity significance above .05; and an Armor’s Theta reliability
coefficient above .500. Factor scores for each community were ranked based on standard deviations into the
following categories: High(>=1.00SD), MedHigh .500-.999 SD), Moderate (.000-.499 SD) and Low (<.000
SD).

13.1.4 Data processing

Data were formatted for inclusion in the ecodata R package using the R script found here.

13.1.5 Plotting

Code used to build the community engagement indicator plot below can be found here.
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https://raw.githubusercontent.com/NOAA-EDAB/ecodata/master/data-raw/get_engagement.R
https://github.com/NOAA-EDAB/ecodata/blob/master/chunk-scripts/LTL.Rmd-MAB-comm-eng.R
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Chapter 14

Conceptual Models

Description: Conceptual models for the New England (Georges Bank and Gulf of Maine) and Mid-Atlantic
regions of the Northeast US Large Marine Ecosystem

Found in: State of the Ecosystem - Gulf of Maine & Georges Bank (2018, 2019, 2020), State of the Ecosystem
- Mid-Atlantic (2018, 2019, 2020)

Indicator category: Synthesis of published information, Extensive analysis; not yet published

Contributor(s): Sarah Gaichas, Patricia Clay, Geret DePiper, Gavin Fay, Michael Fogarty, Paula Fratantoni,
Robert Gamble, Sean Lucey, Charles Perretti, Patricia Pinto da Silva, Vincent Saba, Laurel Smith, Jamie
Tam, Steve Traynor, Robert Wildermuth

Data steward: Sarah Gaichas, sarah.gaichas@noaa.gov
Point of contact: Sarah Gaichas, sarah.gaichas@noaa.gov

Public availability statement: All source data aside from confidential commercial fisheries data (relevant
only to some components of the conceptual models) are available to the public (see Data Sources below).

14.1 Methods

Conceptual models were constructed to facilitate multidisciplinary analysis and discussion of the linked
social-ecological system for integrated ecosystem assessment. The overall process was to first identify the
components of the model (focal groups, human activities, environmental drivers, and objectives), and then to
document criteria for including groups and linkages and what the specific links were between the components.

The prototype conceptual model used to design Northeast US conceptual models for each ecosystem production
unit (EPU) was designed by the California Current IEA program. The California Current IEA developed an
overview conceptual model for the Northern California Current Large Marine Ecosystem (NCC), with models
for each focal ecosystem component that detailed the ecological, environmental, and human system linkages.
Another set of conceptual models outlined habitat linkages.

An inital conceptual model for Georges Bank and the Gulf of Maine was outlined at the 2015 ICES WGNARS
meeting. It specified four categories: Large scale drivers, focal ecosystem components, human activities,
and human well being. Strategic management objectives were included in the conceptual model, which had
not been done in the NCC. Focal ecosystem components were defined as aggregate species groups that had
associated US management objectives (outlined within WGNARS for IEAs, see DePiper et al. (2017)):
groundfish, forage fish, fished invertebrates, living habitat, and protected species. These categories roughly
align with Fishery Managment Plans (FMPs) for the New England Fishery Management Council. The
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https://www.integratedecosystemassessment.noaa.gov/regions/california-current/cc-ecosystem-components
https://www.integratedecosystemassessment.noaa.gov/regions/california-current/cc-coastalpelagicspecies#overview
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https://www.integratedecosystemassessment.noaa.gov/regions/california-current/cc-habitat
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Mid-Atlantic conceptual model was developed along similar lines, but the focal groups included demersals,
forage fish, squids, medium pelagics, clams/quahogs, and protected species to better align with the Mid
Atlantic Council’s FMPs.

First draft IEA Conceptual Model: Georges Bank Gulf of Maine

Focal Human Human well
Large scale s )
. ecosystem activities: being:
drivers:
components: -
Commercial Optimize
Temperature Healthy Fishing food
(surface & Biomass
bottom) Recreational Optimize fun ‘
Healthy Fishing producers
Stratification Production Forage Cptimize
Trophic : Energlv Optimize sectors
Fresh water structure Fished evelopment employment
input - inverts (tidalin ME, -
wind, gas? Optimize
L\gi:i;a;:;i " Living Pipelines?) stability
habitat Tourism,
Local social other Cultural &
Global systems Protected recreation spiritual
economic species services
drivers Healthy Shipping
habitat

Human activity category

Catego Driver or Objective within Not considered yet
KEY gory g b Focal
component

After the initial draft model was outlined, working groups were formed to develop three submodels following
the CCE example: ecological, environmental, and human dimensions. The general approach was to specify
what was being included in each group, what relationship was represented by a link between groups, what
threshold of the relationship was used to determine whether a relationship was significant enough to be
included (we did not want to model everything), the direction and uncertainty of the link, and documentation
supporting the link between groups. This information was recorded in a spreadsheet. Submodels were then
merged together by common components using the “merge” function in the (currently unavailable) desktop
version of Mental Modeler (http://www.mentalmodeler.org/#home; Gray et al. (2013)). The process was
applied to Georges Bank (GB), the Gulf of Maine (GOM), and the Mid-Atlantic Bight (MAB) Ecological
Production Units.

14.1.1 Data sources
14.1.1.1 Ecological submodels

Published food web (EMAX) models for each subregion (J.S. Link et al. 2006; Link et al. 2008), food habits
data collected by NEFSC trawl surveys (Smith and Link 2010), and other literature sources (Smith et al.
2015) were consulted. Expert judgement was also used to adjust historical information to current conditions,
and to include broad habitat linkages to Focal groups.

14.1.1.2 Environmental submodels

Published literature on the primary environmental drivers (seasonal and interannual) in each EPU was
consulted. Sources for Georges Bank included Backus and Bourne (1987) and Townsend et al. (2006). Sources
for the Gulf of Maine included Smith (1983), Smith et al. (2001), Mupparapu and Brown (2002), Townsend
et al. (2006), Smith et al. (2012), and Mountain (2012).


https://comet.nefsc.noaa.gov/erddap/tabledap/concept_model_2018.html
http://www.mentalmodeler.org/#home
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Sources for the Mid Atlantic Bight included Houghton et al. (1982), Beardsley et al. (1985), Lentz (2003),
Mountain (2003), Glenn et al. (2004), Sullivan, Cowen, and Steves (2005), Castelao et al. (2008), Shearman
and Lentz (2009), Castelao, Glenn, and Schofield (2010), Gong, Kohut, and Glenn (2010), Gawarkiewicz
et al. (2012), Forsyth, Andres, and Gawarkiewicz (2015), Fratantoni, Holzwarth-Davis, and Taylor (2015),
Zhang and Gawarkiewicz (2015), Timothy J. Miller, Hare, and Alade (2016), and Lentz (2017).

14.1.1.3 Human dimensions submodels

Fishery catch and bycatch information was drawn from multiple regional datasets, incuding the Greater
Atlantic Regional Office Vessel Trip Reports & Commercial Fisheries Dealer databases, Northeast Fishery
Observer Program & Northeast At-Sea Monitoring databases, Northeast Fishery Science Center Social
Sciences Branch cost survey, and the Marine Recreational Informational Program database. Further synthesis
of human welfare derived from fisheries was drawn from Fare, Kirkley, and Walden (2006), Walden et al.
(2012), Lee and Thunberg (2013), Lee (2014), and Lee, Steinback, and Wallmo (2017). Bycatch of protected
species was taken from Waring et al. (2015), with additional insights from Bisack and Magnusson (2014).
The top 3 linkages were drawn for each node. For example, the top 3 recreational species for the Mid-Atlantic
were used to draw linkages between the recreational fishery and species focal groups. A similar approach was
used for relevant commercial fisheries in each region.

Habitat-fishery linkages were drawn from unpublished reports, including;:

1. Mid-Atlantic Fishery Management Council. 2016. Amendment 16 to the Atlantic Mackerel, Squid, and
Butterfish Fishery Management Plan: Measures to protect deep sea corals from Impacts of Fishing Gear.
Environmental Assessment, Regulatory Impact Review, and Initial Regulatory Flexibility Analysis.
Dover, DE. August, 2016.

2. NOAA. 2016. Deep sea coral research and technology program 2016 Report to Congress. http:
//www.habitat.noaa.gov /protection/corals/deepseacorals.html retrieved February 8, 2017.

3. New England Fishery Management Council. 2016. Habitat Omnibus Deep-Sea Coral Amendment:
Draft. http://www.nefmc.org/library /omnibus-deep-sea-coral-amendment Retrieved Feb 8, 2017.

4. Bachman et al. 2011. The Swept Area Seabed Impact (SASI) Model: A Tool for Analyzing the Effects of
Fishing on Essential Fish Habitat. New England Fisheries Management Council Report. Newburyport,
MA.

Tourism and habitat linkages were drawn from unpublished reports, including:
1. http://neers.org/RESOURCES /Bibliographies.html
2. Great Bay (GoM) resources http://greatbay.org/about/publications.htm

3. Meaney, C.R. and C. Demarest. 2006. Coastal Polution and New England Fisheries. Report for the
New England Fisheries Management Council. Newburyport, MA.

4. List of valuation studies, by subregion and/or state, can be found at http://www.oceaneconomics.org/
nonmarket /valestim.asp.

Published literature on human activities in each EPU was consulted.
Sources for protected species and tourism links included Hoagland and Meeks (2000) and Lee (2010).

Sources for links between environmental drivers and human activities included Adams (1973), Matzarakis
and Freitas (2001), Scott, McBoyle, and Schwartzentruber (2004), Hess, Malilay, and Parkinson (2008), L. L.
Colburn and Jepson (2012b), Jepson and Colburn (2013), and Colburn et al. (2016).

Sources for cultural practices and attachments links included Pauly (1997), McGoodwin (2001), St Martin
(2001), Norris-Raynbird (2004), Pollnac et al. (2006), Clay and Olson (2007), Clay and Olson (2008),
Everett and Aitchison (2008), Donkersloot (2010), Lord (2011), Halpern et al. (2012), Wynveen, Kyle, and


http://www.mafmc.org/actions/msb-am16
http://www.habitat.noaa.gov/protection/corals/deepseacorals.html
http://www.habitat.noaa.gov/protection/corals/deepseacorals.html
http://www.nefmc.org/library/omnibus-deep-sea-coral-amendment
http://neers.org/RESOURCES/Bibliographies.html
http://greatbay.org/about/publications.htm
http://www.oceaneconomics.org/nonmarket/valestim.asp
http://www.oceaneconomics.org/nonmarket/valestim.asp
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Sutton (2012), Cortes-Vazquez and Zedalis (2013), Koehn, Reineman, and Kittinger (2013), Potschin and
Haines-Young (2013), Reed et al. (2013), Urquhart and Acott (2013), Blasiak et al. (2014), Klain, Satterfield,
and Chan (2014), Poe, Norman, and Levin (2014), Brown (2015), Donatuto and Poe (2015), Khakzad and
Griffith (2016), Oberg et al. (2016), and Seara, Clay, and Colburn (2016).

14.1.2 Data extraction
14.1.2.1 Ecological submodels

“Data” included model estimated quantities to determine whether inclusion thresholds were met for each
potential link in the conceptual model. A matrix with diet composition for each modeled group is an input to
the food web model. A matrix of mortalities caused by each predator and fishery on each modeled group is a
direct ouput of a food web model (e.g. Ecopath). Food web model biomasss flows between species, fisheries,
and detritus were summarized using algorithms implemented in visual basic by Kerim Aydin, NOAA NMFS
Alaska Fisheries Science Center. Because EMAX model groups were aggregated across species, selected diet
compositions for individual species were taken from the NEFSC food habits database using the FEAST
program for selected species (example query below). These diet queries were consulted as supplemental
information.

Example FEAST sql script for Cod weighted diet on Georges Bank can be found here. Queries for different
species are standardized by the FEAST application and would differ only in the svspp code.

14.1.2.2 Environmental submodels

Information was synthesized entirely from published sources and expert knowledge; no additional data
extraction was completed for the environmental submodels.

14.1.2.3 Human dimensions submodels

Recreational fisheries data were extracted from the 2010-2014 MRIP datasets. Original data can be found
here for each region (New England or Mid-Atlantic as defined by states).

Commercial fishing data was developed as part of the State of the Ecosystem Report, including revenue and
food production estimates, with data extraction metodology discussed in the relevant sections of the technical
document. In addition, the Northeast Regional Input/Output Model (Steinback and Thunberg 2006) was
used as the basis for the strength of the employment linkages.

14.1.3 Data analysis
14.1.3.1 Ecological submodels

Aggregated diet and mortality information was examined to determine the type of link, direction of link, and
which links between which groups should be inclded in the conceptual models. Two types of ecological links
were defined using food web models: prey links and predation/fishing mortality links. Prey links resulted in
positve links between the prey group and the focal group, while predation/fishing mortality links resulted in
negative links to the focal group to represent energy flows. The intent was to include only the most important
linkages between focal groups and with other groups supporting or causing mortality on focal species groups.
Therefore, threshold levels of diet and mortality were established (based on those that would select the top 1-3
prey and predators of each focal group): 10% to include a link (or add a linked group) in the model and 20%
to include as a strong link. A Primary Production group was included in each model and linked to pelagic
habitat to allow environmental effects on habitat to be connected to the ecologial submodel. Uncertainty
for the inclusion of each link and for the magnitude of each link was qualitatively assessed and noted in the
spreadsheet.


https://github.com/NOAA-EDAB/tech-doc/tree/master/R/stored_scripts/conceptual_models_extraction.sql
data/top10_prim1_common_mode.xlsx
https://comet.nefsc.noaa.gov/erddap/tabledap/concept_model_2018.html
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Four habitat categories (Pelagic, Seafloor and Demersal, Nearshore, and Freshwater and Estuarine) were
included in ecological submodels as placeholders to be developed further along with habitat-specific research.
Expert opinion was used to include the strongest links between each habitat type and each Focal group
(noting that across species and life stages, members of these aggregate groups likely occupy many if not all
of the habitat types). Link direction and strength were not specified. Environmental drivers were designed
to link to habitats, rather than directly to Focal groups, to represent each habitat’s important mediation
function.

EMAX model groups were aggregated to focal groups for the Georges Bank (GB), Gulf of Maine (GOM) and
Mid-Atlantic Bight (MAB) conceptual models according to Table 14.1. “Linked groups” directly support or
impact the Focal groups as described above.



Table 14.1: Relationship between food web model groups and conceptual model focal groups. Pinnipeds not included in GB and Seabirds not

included in MAB.

Group Type Region Conceptual model group EMAX group(s)

Focal GB Commercial Fishery Fishery

Focal GB Fished Inverts Megabenthos filterers

Focal GB Forage Fish Sum of Small pelagics-commercial, other, anadromous, and squids
Focal GB Groundfish Sum of Demersals-omnivores, benthivores, and piscivores

Focal GB Protected Species Sum of Baleen Whales, Odontocetes, and Seabirds

Linked GB Benthos Sum of Macrobenthos-polychaetes, crustaceans, molluscs, other and Megabenthos-other
Linked GB Copepods and Micronecton  Sum of Copepods-small and large, and Micronekton

Linked GB Detritus and Bacteria Sum of Bacteria and Detritus-POC

Linked GB Gelatinous zooplankton Gelatinous zooplankton

Linked GB Primary Production Phytoplankton-Primary production

Focal GOM Commercial Fishery Fishery

Focal GOM Fished Inverts Megabenthos filterers

Focal GOM Forage Fish Sum of Small pelagics-commercial, other, anadromous, and squids
Focal GOM Groundfish Sum of Demersals-omnivores, benthivores, and piscivores

Focal GOM Protected Species Sum of Baleen Whales, Odontocetes, Pinnipeds, and Seabirds
Linked GOM Benthos Sum of Macrobenthos-polychaetes, crustaceans, molluscs, other and Megabenthos-other
Linked GOM Copepods and Micronecton  Sum of Copepods-small and large, and Micronekton

Linked GOM Detritus and Bacteria Sum of Bacteria and Detritus-POC

Linked GOM Gelatinous zooplankton Gelatinous zooplankton

Linked GOM Primary Production Phytoplankton-Primary production

Focal MAB Clams Quahogs Megabenthos filterers

Focal MAB Commercial Fishery Fishery

Focal MAB Demerals Sum of Demersals-omnivores, benthivores, and piscivores

Focal MAB Forage Fish Sum of Small pelagics-commercial, other, and anadromous

Focal MAB Medium Pelagics Medium pelagics

Focal MAB Protected Species Sum of Baleen whales and Odontocetes

Focal MAB Squids Small pelagics-squids

Linked MAB Benthos Sum of Macrobenthos-polychaetes, crustaceans, molluscs, other
Linked MAB Copepods and Micronecton  Sum of Copepods-small and large, and Micronekton

Linked MAB Detritus and Bacteria Sum of Bacteria and Detritus-POC

Linked MAB Gelatinous zooplankton Gelatinous zooplankton

Linked MAB Primary Production Phytoplankton-Primary production

Linked MAB Sharks Sum of Sharks-pelagic and coastal
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Ecological submodels were constructed and visualized in Mental Modeler (Fig. 14.1). Here, we show only the
Gulf of Maine submodels as examples.

Cultural Practices &
Habitat: Seafloor & Attachments
Demersal

Habitat: Freshwater
& Estuary
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? -
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Figure 14.1: Gulf of Maine Ecological submodel

14.1.3.2 Environmental submodels

Environmental submodels were designed to link key oceanographic processes in each ecosystem production
unit to the four general habitat categories (Pelagic, Seafloor and Demersal, Nearshore, and Freshwater and
Estuarine) with emphasis on the most important physical processes in each ecosystem based on expert
knowledge as supported by literature review. The basis of each submodel were environmental variables
observable at management-relevant scales as identified by WGNARS: Surface and Bottom Water Temperature
and Salinity, Freshwater Input, and Stratification (as well as sea ice timing and cover, which is not relevant
to the northeast US shelf). Key drivers changing these observable variables and thus structuring habitat
dynamics in each Ecological Production Units were added to the model using expert consensus.

Environmental submodels were initially constructed and visualized in Mental Modeler (Fig. 14.2).

14.1.3.3 Human dimensions submodels

The top 3 species from each mode of recreational fishing (shoreside, private boat, party/charter) were used to
assess the potential for missing links between the recreational fishing activity and biological focal components.
Given the predominance of Mid-Atlantic groundfish in recreational fishing off New England (summer flounder,
bluefish, striped bass), a Mid-Atlantic groundfish focal component was added to the Georges Bank EPU
model. The magnitude of benefits generated from recreational fishing was scaled to reflect expert knowledge
of target species, coupled with the MRIP data highlighted above. Scales were held consistent across the focal
components within recreational fishing.

No additional biological focal components were added to the commercial fishing activity, beyond what was
developed in the ecological submodel. Benefits derived from commercial fishing were scaled to be consistent
with the State of the Ecosystem revenue estimates, as modulated by expert knowledge and additional
data sources. For example,the percentage of landings sold as food was used to map fishing activity to the
commercial fishery food production objective, and the Northeast Regional Input/Output Model (Steinback


http://ices.dk/sites/pub/Publication%20Reports/Expert%20Group%20Report/SSGRSP/2014/WGNARS14.pdf
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